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Behaviour of a large ungulate reflects temporal patterns of 
predation risk 
Kevyn H. WiskirchenA,B,* , Todd C. JacobsenA,C, Stephen S. DitchkoffA, Steve DemaraisD and  
Robert A. GitzenA

ABSTRACT 

Context. Many prey species exhibit antipredator behaviours when threatened, yet prey 
response to temporal variation in predation risk is not well-understood, despite being founda
tional to predator–prey dynamics and an important consideration among game population 
managers and recreationalists. Aims. To examine white-tailed deer (Odocoileus virginianus) 
behaviour in response to temporal variation in predation risk imposed by recreational hunters 
and to assess the effect of deer sex and age on antipredator response. Methods. Global 
positioning system (GPS) collars were used to monitor behaviour of female and male deer in 
response to diel and weekly patterns of recreational hunting in Alabama, USA. Key results. 
Deer behaviour on weekends (i.e. Friday–Sunday), corresponding to periods of elevated risk, was 
similar to behaviour on weekdays (i.e. Monday–Thursday). However, when behaviour was 
examined by individual day of the week, movement rate decreased by 17%, net displacement 
decreased by 31%, and the probability of activity decreased by 24% during daylight hours on 
Sundays compared with Fridays. Behavioural changes among days were not detected at night. 
Daytime behavioural shifts persisted until Wednesdays, despite lower weekday hunting activity. 
Behavioural variation by deer sex and age was also observed. Conclusions. Deer perceive 
temporal variation in predation risk and modify their behaviour to reduce the likelihood of 
predation. Variation in response across sex and age classes may be driven by previous experience 
with hunters and/or survival- and fitness-related trade-offs that affect prey decisions at the 
individual level. Antipredator response was not initially detectable when examined at a broad 
temporal scale (i.e. weekend vs weekday); however, a behavioural response was shown with a 
finer-scale analysis (i.e. individual day of the week), which more closely reflected the pattern of 
risk fluctuation. Implications. Our findings demonstrated the acute awareness of a large 
ungulate to temporal changes in predation risk and provided insight into ways in which these 
prey behaviourally respond to reduce the likelihood of predatory encounters. Future studies 
should consider the temporal scale of risk fluctuation when examining antipredator response to 
avoid false conclusions. Ungulate hunters and managers can use this information to more 
efficiently achieve their goals.  

Keywords: Alabama, antipredator behaviour, hunting pressure, movement, Odocoileus virginia
nus, predation risk, predator–prey dynamics, white-tailed deer. 

Introduction 

Prey animals are faced with the challenge of avoiding predators to stay alive. However, 
prey have additional survival- and fitness-related considerations, such as foraging to 
meet nutritional requirements, thermoregulation, acquiring mates, providing care for 
offspring, and defending territories or other resources. Thus, prey animals must balance 
their time across multiple competing needs to maximise survival and lifetime fitness 
(Lima and Dill 1990; Sih et al. 2000). 
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A wealth of evidence demonstrates that prey across 
numerous animal taxa alter behaviour to avoid predators 
(Kats and Dill 1998). Further, researchers have offered pre
dictions as to how prey should behave under different 
predation-risk scenarios to optimally balance predator 
avoidance and other necessary activities (Lima and 
Bednekoff 1999). These predictions are based, in part, on 
the assumption that prey can accurately assess predation 
risk and detect changes in risk through time. Tests of these 
predictions have yielded varied results, with some providing 
support and others providing opposing evidence (Gude 
2004; Creel et al. 2008; Ferrari et al. 2009), creating uncer
tainty about the acuity with which prey can detect and 
respond to temporal variation in predation risk. Additional 
investigation into prey response to temporal variation in risk 
can provide important insights into predator-detection capa
bilities and prey decision-making that has shaped evolution
ary history. 

One important consideration when examining prey 
response to predation risk is the temporal scale (i.e. seconds, 
minutes, hours, etc.) at which risk fluctuates (Picardi et al. 
2019). Prey behaviour should fluctuate at a temporal scale 
that corresponds to the scale of risk fluctuation (Basille et al. 
2015). Without a priori knowledge of this temporal scale, it 
becomes difficult, or even impossible, to accurately detect a 
behavioural change as a result of the data being collected or 
examined at a different scale than the behaviour of interest 
(Hebblewhite and Haydon 2010). Some previous studies 
have failed to detect a behavioural response to predation 
risk, and suggested that their outcome could be related to 
the temporal scale at which the data were collected or 
examined (Neumann et al. 2009; Karns et al. 2012). 

White-tailed deer, Odocoileus virginianus (hereafter 
‘deer’), provide a useful model for investigation into prey 
response to temporal patterns of risk because humans pres
ent significant predation risk within many deer populations 
in the form of recreational hunting (Frid and Dill 2002). 
Furthermore, human hunters have predictable, and often 
quantifiable, temporal patterns of activity, which research
ers can use to determine the scale of risk fluctuation (Proffitt 
et al. 2009; Ciuti et al. 2012). The goal of this study was to 
examine deer response to identified temporal patterns of 
predation risk imposed by recreational hunters. 
Additionally, we examined the effects of deer sex and age 
on antipredator response. We hypothesised that there would 
be a difference in response by deer age because of amassed 
experience with hunters through time. We also hypothesised 
that antipredator response would vary by sex because of 
different fitness-related considerations between females 
and males. We tested our predictions during a period prior 
to the onset of deer breeding, because breeding may have 
hindered previous investigations by masking deer response 
to recreational hunting (Sargent and Labisky 1995;  
Tomberlin 2007; Karns et al. 2012). 

Study area 

Our research was conducted across four areas in Alabama, 
USA (Fig. 1). Two areas were privately owned (i.e. Marengo 
and Pickens) and two were public-use Wildlife Management 
Areas (i.e. Barbour and Oakmulgee) managed by the 
Alabama Department of Conservation and Natural 
Resources (ADCNR). Combined land area across all 
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Fig. 1. Study areas within Alabama, USA, 
2014–2016.   
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locations was 374 km2 (Barbour = 114 km2, Marengo = 
31 km2, Oakmulgee = 180 km2, Pickens = 49 km2). 
Barbour and Marengo were situated in Alabama’s lower 
coastal plain (Gray et al. 2002) and consisted of gently roll
ing terrain, while Oakmulgee and Pickens were situated in 
the southern foothills of the Appalachian Mountains and 
consisted of more rugged terrain with hills of steep to mod
erate slope. Habitat on public-use areas was predominantly 
mixed pine–hardwood stands consisting of loblolly (Pinus 
taeda) and shortleaf pine (P. echinata), oaks (Quercus 
spp.), maples (Acer spp.), sweetgum (Liquidambar styraci
flua), sycamore (Platanus occidentalis), and yellow poplar 
(Liriodendron tulipifera) managed on a 3–5-year prescribed 
burn rotation. Portions of upland areas were mature or 
regenerating stands of longleaf pine (P. palustris) that were 
more frequently burned. Private-land areas were primarily 
managed for timber production and existed in various regen
erative stages of loblolly and shortleaf pine. Winters in 
Alabama were mild relative to more northern portions of 
the white-tailed deer distribution, with mean diel tempera
tures of 11.5°C (min. = 5.1°C, max. = 17.9°C) and monthly 
precipitation of 16.0 cm during the study period (www. 
prism.oregonstate.edu). Portions of Alabama infrequently 
receive snow during the winter, but accumulation is short- 
lived and snow depth is not great enough to restrict deer 
movement or limit food resources (Cook and Gray 2003). 

In the south-eastern United States, coyotes (Canis latrans) 
are known to be significant predators of deer neonates 
(Saalfeld and Ditchkoff 2007; Kilgo et al. 2012; Jackson 
and Ditchkoff 2013; Nelson et al. 2015), but with the excep
tion of one study (Chitwood et al. 2014), coyotes have not 
been demonstrated as being important predators of adult 
deer in the region. Coyotes were present across our study 
areas; however, a concurrent study of adult deer survival on 
the same areas did not document any predation events 
(Wiskirchen 2017), suggesting predation risk from non- 
human predators was minimal compared with that pre
sented by recreational hunters. 

On Barbour and Marengo, archery hunting for deer 
extended from 25 October to 10 February annually, with 
firearm portions (i.e. youth, primitive weapons, and rifle) 
occurring intermittently from 14 November to 10 February 
during the 2014–2015 season and from 13 November to 10 
February during the 2015–2016 season. On Oakmulgee and 
Pickens, archery hunting for deer extended from 15 October 
to 31 January annually, with firearm portions occurring 
intermittently from 14 November to 31 January during the 
2014–2015 season and from 13 November to 31 January 
during the 2015–2016 season. Hunting and trapping seasons 
for various other game species were concurrent with por
tions of deer season in Alabama; however, such activities 
were not allowed on public-use areas on days of gun hunting 
for deer, or during preceding nights. The primary activity on 
privately owned study areas during deer season was deer 
hunting. 

Materials and methods 

Capture and handling 

During summers of 2014 and 2015, adult (≥1 year old) 
male and female deer were immobilised via intramuscular 
injection of Telazol (Fort Dodge Animal Health, Fort 
Dodge, IA, USA; 100 mg mL−1 at an approximate rate of 
4.0 mg kg−1) and xylazine-hydrochloride (Lloyd Laboratories, 
Shenandoah, IA; 100 mg mL−1 at an approximate rate of 
2.0 mg kg−1) by using a transmitter dart delivery system 
(Pneu-Dart, Inc., Williamsport, PA, USA), and sedatives 
were reversed via intramuscular hand-injection of tolazoline 
(Lloyd Laboratories; 100 mg mL−1 at an approximate rate of 
2.0 mg kg−1) when animal handling was complete. Deer 
were equipped with a global positioning system (GPS) collar 
(Advanced Telemetry Systems, Isanti, MN, USA) and yellow, 
cattle ear tags (Y-Tex Corporation, Cody, WY, USA). GPS 
collars were fluorescent orange and, paired with yellow ear 
tags, were intended to be visible to hunters who were asked 
not to harvest GPS-collared deer to avoid sample size reduc
tion (Wiskirchen et al. 2017). Deer age was estimated using 
a combination of tooth replacement and wear (Severinghaus 
1949) and body characteristics (Demarais et al. 1999) to 
maximise aging accuracy (Bowman et al. 2007). Capture 
and handling methods were approved by the Auburn 
University Institutional Animal Care and Use Committee 
(PRN 2013–2323). 

Data collection and censoring 

GPS collars were programmed to acquire a location once per 
hour during the 2014–2015 and 2015–2016 deer hunting 
seasons. Mean error of GPS locations was reduced by remov
ing all three-dimensional fixes with position dilution of pre
cision (PDOP) values >10 or horizontal dilution of precision 
(HDOP) values >6, as well as two-dimensional fixes with 
HDOP values >5 (Moen et al. 1997; Dussault et al. 2001;  
D’Eon and Delparte 2005). Fixes <7 days post-capture were 
also removed to exclude movements that might be altered by 
capture (Karns et al. 2012), and fixes <7 days pre-mortem 
were removed except in the case of known hunter harvest. 

Temporal patterns of risk and exposure period 

Two temporal patterns of predation risk were identified that 
reflected activity patterns of recreational hunters across our 
study areas. The first was a diel temporal pattern, also 
observed within other hunted populations of deer (Proffitt 
et al. 2009; Ciuti et al. 2012), where predation risk was 
elevated during hours of legal hunting and reduced at night 
when hunters were absent. Two periods were defined to 
reflect diel temporal variation in predation risk; DIURNAL 
represented the period of elevated risk and was defined 
by the period of legal hunting (i.e. 30 min before sunrise 
to 30 min after sunset), and NOCTURNAL was the period 
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outside of these bounds. Sunrise and sunset data were 
obtained from the US Naval Observatory (www.usno.navy. 
mil/USNO) for the municipality nearest to each study area. 

A second, weekly temporal pattern of predation risk 
reflected variation in hunting activity by day of the week 
(i.e. Sunday, Monday, Tuesday, etc.). Daily hunting activity 
on privately owned areas was quantified using hunter records 
documenting the date and number of hours hunters spent 
afield, and are reported as hunter h ha−1 day−1. On public- 
use areas, hunters were required to obtain an area-use permit 
each day of gun hunting. Time spent afield was unknown on 
public areas, so daily hunting activity was represented as 
hunters km−2 day−1. Hunter h ha−1 day−1 and hunters 
km−2 day−1 are common indices of hunting pressure, allow
ing for direct comparison with previous studies (Murphy 
1962; Root et al. 1988; Diefenbach et al. 2005; Little et al. 
2016). Predation risk was greater on weekends (i.e. Fridays, 
Saturdays, and Sundays) than throughout the rest of the 
week, with additional risk variation within weekend and 
weekday periods. Two independent variables were created 
to reflect weekly variation in predation risk; DAY_TYPE rep
resented coarse differences between weekends and week
days, and DOW reflected finer-scale temporal-risk variation 
by individual day of the week. Although knowledge of daily 
hunting activity across study areas was likely imperfect, we 
had no reason to believe that missing records were more 
likely from one day of the week than from any other. Thus, 
our estimates represent minimum hunting pressure and are 
assumed to reflect relative risk throughout the week. 

Breeding and hunting seasons frequently coincide within 
hunted populations of deer (Tomberlin 2007). Consequently, 
breeding activity has confounded previous investigations of 
deer response to human predators (Sargent and Labisky 1995;  
Karns et al. 2012). We selected a study period during hunting 
season, but prior to breeding season, to reduce this poten
tially confounding factor. This was possible given a 108-day 
deer hunting season within Alabama, most of which occurred 
prior to the onset of breeding. We determined area-specific 
breeding periods by using a 10-year conception dataset col
lected by the ADCNR (C. Cook, unpubl. data) at each study 
area. We selected a period for each area that began the 
opening day of youth season (14 November in 2014 and 13 
November in 2015), when hunting activity became an appre
ciable source of predation risk, and ended on a date such that 
<5% of annual conceptions would be contained within the 
period of risk exposure. Owing to variation in breeding dates 
across study areas (Cook and Gray 2003), the selected period 
varied from 23 to 58 days (X̄ = 42.75 days). 

Behavioural parameters 

We evaluated deer response to temporal patterns of 
predation risk through the following four behavioural met
rics: movement rate, net displacement, probability of activ
ity, and temporal selection. These parameters were chosen 

or developed to monitor for spatial and temporal beha
vioural response. Movement rate was the Euclidean distance 
between successive hourly fixes (m h−1) and was classified 
as DIURNAL or NOCTURNAL on the basis of the period in 
which the movement ended. Movements that began in one 
period and ended in another were excluded from the analy
sis, as were movement windows exceeding 1 h because of 
failed fix attempts to avoid estimating total movement over 
variable-length periods (Little 2011). 

Net displacement can be used to characterise animal 
movement behaviour (Crist et al. 1992), where large net 
displacement values correspond to extensive spatial explora
tion and small net displacement values represent localised 
movement or stationary behaviour. Net displacement was 
calculated as the Euclidean distance (m) from a pre-defined 
starting point to each subsequent point along the movement 
path throughout the period of interest. Net displacement 
values were classified as DIURNAL or NOCTURNAL on the 
basis of the period in which the movement ended, with 
DIURNAL net displacement being calculated using the first 
diurnal location of each day as the starting point and NOC
TURNAL net displacement by using the first nocturnal loca
tion of each day (i.e. the first location following the 
DIURNAL period) as the starting point. 

Probability of activity was calculated for each DIURNAL 
and NOCTURNAL hourly period as the Euclidean distance 
between successive fixes and treated as a binary variable, 
with ‘active’ being assigned to step lengths of ≥49.05 m and 
‘inactive’ to step lengths of <49.05 m. This activity thresh
old was based on Jerde and Visscher (2005) who recom
mended using ≥5 s.d. of the mean GPS locational error for 
assigning activity or inactivity states. Sullivan et al. (2016) 
field tested the locational accuracy of the same collar used 
in our study and found a mean locational error of 12.95 m 
(s.d. = 9.81 m). Movements that began in one period and 
ended in another, as well as movement windows >1 h, were 
excluded when assigning activity states. 

Deer may decrease diurnal activity and increase noctur
nal activity in response to human hunters (Kilgo et al. 1998). 
We used temporal selection to monitor for disproportionate 
movement during, or ‘selection’ for, either the DIURNAL or 
NOCTURNAL period, as well as shifts in selection in 
response to patterns of predation risk. Temporal selection 
was calculated as: 

L L
T T

log ÷
÷e

D N

D N

where LD was diurnal step length, LN was nocturnal step 
length, and TD and TN were the number of diurnal and 
nocturnal hours during the corresponding day respectively. 
Diurnal and nocturnal step lengths were the sum of hourly 
movements over the corresponding period. Hourly movements 
that began in one period and ended in another were excluded 
from the analysis, as were days that contained fewer than 
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23 hourly fixes. A natural log-transformation was used to 
normalise the distribution of fitted values (Bartlett 1947) 
after which values >0 indicated disproportionate movement 
during, or ‘selection’ for, the DIURNAL period and values <0 
indicated selection for the NOCTURNAL period. 

Data analysis 

Movement rate and net displacement values were natural 
log-transformed to correct for a right-skewed distribution of 
residuals across fitted values (Bartlett 1947). Each of the 
four behavioural parameters were included as response vari
ables within either linear mixed-effects models (i.e. move
ment rate, net displacement, temporal selection) or 
generalised linear mixed-effects models with a binomial 
distribution (i.e. probability of activity) in Program R (ver. 
4.1.1, www.r-project.org). To examine differences in move
ment between DIURNAL and NOCTURNAL periods, data 
from three of the behavioural parameters (i.e. movement 
rate, net displacement, probability of activity) were subdi
vided into two groups on the basis of the corresponding diel 
period. Temporal selection was examined without subdivid
ing the data because both diurnal and nocturnal movements 
were used to calculate the parameter values. DIURNAL and 
NOCTURNAL datasets, as well as the dataset for temporal 
selection, were each included in two global models (i.e. 14 
total global models) to examine the effect of weekly tempo
ral patterns of risk (i.e. DAY_TYPE and DOW) on deer anti
predator behaviour. Course temporal differences between 
weekend and weekday behaviour were examined through 
DAY_TYPE models, and finer-scale temporal differences in 
behaviour by individual day of the week were examined 
through DOW models (Table 1). Global models included 

SEX, AGE, and YEAR as main effects, with AGE being mod
elled as a two-factor, categorical variable, as follows: 
1.5–2.5 years old (hereafter ‘immature’) and ≥3.5 years 
old (hereafter ‘mature’). Global models also contained inter
action terms with SEX and AGE to examine the effect of sex 
and age class on deer response to temporal patterns of risk. 
STUDY_AREA and DEER were included as nested random 
effects within each global model, reflecting the spatially 
nested study design and accounting for unmeasured varia
tion between geographic locations and individuals. DATE 
was also included as a nested random effect in global mod
els, except those with temporal selection as the response 
variable, to account for greater correlation among move
ments within, rather than between, days. Temporal selection 
was not modeled with DATE as a random effect because 
there was only a single parameter estimate per day. 

A limited step-down approach was used to eliminate unin
formative interaction terms and improve parsimony of global 
models (Harrell 2001). Global models were compared to 
reduced models with a two-way interaction excluded, using 
a likelihood ratio test (LRT). Interactions were removed if the 
LRT resulted in a P-value > 0.10. A liberal P-value was used 
to achieve an appropriate balance between parsimony and 
model accuracy (Harrell 2001). The model-reduction process 
was complete when all uninformative interactions were 
removed, as main effects were not candidates for removal, 
and inferences were based on final models. 

Results 

We deployed GPS collars on 38 adult deer across study 
areas, six of which were not included in the analysis 

Table 1. Global model parameters, including DAY_TYPE and DOW, used to explain adult white-tailed deer (Odocoileus virginianus) behaviour 
relative to temporal patterns of predation risk during the 2014–2015 and 2015–2016 hunting seasons in Alabama, USA.     

Parameter Type Description   

DOWA Main effect Comparisons by individual day of the week 

SEX Main effect Female vs male 

AGE Main effect Immature (1.5–2.5) vs mature (≥3.5) 

YEAR Main effect 2014–2015 vs 2015–2016 

SEX × DOWA 2-way interaction Different response by DOW depending on SEX 

AGE × DOWA 2-way interaction Different response by DOW depending on AGE 

SEX × AGE 2-way interaction Different response by AGE depending on SEX 

STUDY AREA Random effect Accounts for variation across study areas 

DEER Random effect Accounts for variation across individual deer 

DATEB Random effect Accounts for repeated measures within calendar day 

Behaviour was characterised by four metrics modelled as separate response variables (i.e. movement rate, net displacement, probability of activity, and temporal 
selection). Global models were created for each response variable during both DIURNAL and NOCTURNAL periods, except for temporal selection, which had 
single DAY_TYPE and DOW models, for a total of 14 global models. 
ASeparate global models also created for each response variable using DAY_TYPE (weekday vs weekend) in place of DOW. 
BNot included in global models for temporal selection.  

www.publish.csiro.au/wr                                                                                                                             Wildlife Research 

E 

http://www.r-project.org
https://www.publish.csiro.au/wr


owing to collar program malfunction (n = 2), mortality 
prior to the start of the risk-exposure period (n = 1), and 
failure by collars to detach (n = 3). Of the remaining 32 
animals (16 males, 16 females), 20 contributed movement 
data from both the 2014–2015 and 2015–2016 deer hunting 
seasons. Movement rate and probability of activity were 
analysed from 36 718 locations, net displacement from 
38 673 locations, and temporal selection from 24 196 loca
tions within the risk-exposure period. 

Hunting effort 

Hunting effort on public-use areas averaged 0.56 (s.e. = 
0.10) hunters km−2 day−1 on weekends and declined by 
66%, to an average of 0.19 (s.e = 0.04) hunters km−2 

day−1 on weekdays (Fig. 2). On privately owned areas, 
hunting effort averaged 0.009 (s.e. = 0.001) hunter h ha−1 

day−1 on weekends and declined by 83% to an average of 
0.001 (s.e. < 0.001) hunter h ha−1 day−1 on weekdays. 
On both public and private areas, hunting effort was great
est on Saturdays, averaging 0.72 (s.e. = 0.19) hunters 
km−2 day−1 and 0.013 (s.e. = 0.002) hunter h ha−1 day−1 

respectively. 

DIURNAL period 

Within the final DAY_TYPE, DIURNAL-period models, and 
the final DAY_TYPE temporal selection model, no interac
tions between DAY_TYPE and other main effects were 

retained. Furthermore, the main effect of DAY_TYPE did 
not explain deer behaviour within any of the final models 
(P ≥ 0.216), suggesting similar behaviour between week
ends and weekdays regardless of sex or age class of deer. 
However, DOW explained daytime variation in movement 
rate (P = 0.001), net displacement (P = 0.003), and prob
ability of activity (P = 0.003), indicating that diurnal beha
viour fluctuated by individual day of the week. DOW was 
not an informative parameter in the temporal selection 
model (P = 0.138), indicating that deer did not respond 
temporally by shifting movement from one period to 
another throughout the week (Table 2). 

We observed no change in diurnal movement rate, net 
displacement, or probability of activity from Thursdays to 
Fridays (P ≥ 0.179) or from Fridays to Saturdays (P ≥ 
0.761; Fig. 3). However, from Saturdays to Sundays, we 
observed an 18% (95% CI = 7–29%, P = 0.001) decrease 
in movement rate, 28% (95% CI = 10–49%, P = 0.002) 
decrease in net displacement, and 22% (95% CI = 6–40%, 
P = 0.005) decrease in probability of activity. Each of these 
behavioural metrics then gradually increased, and, by 
Wednesdays, they were once again greater than on 
Sundays (P ≤ 0.006). 

All final DAY_TYPE and DOW, DIURNAL-period and tem
poral selection models retained a SEX × AGE interaction (P 
≤ 0.042), indicating differences in daytime behaviours and 
temporal selection between immature and mature deer var
ied by sex, or vice versa (Fig. 4). Diurnal movement rate of 
mature males was 15% (95% CI = 0–33%; P = 0.047) less 

Fri Sat Sun Mon Tues Wed Thurs

0.000

0.004

0.008

0.012

0.016

0.020

H
un

te
rs

 h
 h

a–1
 (

pr
iv

at
e)

0.20

0.00

0.40

0.60

0.80

1.00

H
un

te
rs

 k
m

–2
 (

pu
bl

ic
)

Barbour (public)

Oakmulgee (public)

Marengo (private)

Pickens (private)

Fig. 2. Estimated mean hunting pressure for study areas in Alabama, USA, by day of the week 
throughout the period of risk exposure. Means are based on available records of hunting effort from 
both the 2014–2015 and 2015–2016 white-tailed deer (Odocoileus virginianus) hunting seasons.   
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than that of immature males and net displacement of mature 
males was 31% (95% CI = 3–67%, P = 0.025) less than that 
of immature males. However, there was no difference in 
diurnal movement rate or net displacement between female 
age classes (P ≥ 0.689). Mature males were also 50% (95% 
CI = 5–113%; P = 0.025) less likely to be active during 
the day than were mature females and expressed 60% (95% 

CI = 9–133%; P = 0.027) greater selection for the NOCT
URNAL period than did mature females. However, probabil
ity of activity and temporal selection did not differ between 
immature males and females (P ≥ 0.514). 

Final DIURNAL models indicated greater (P ≤ 0.001) 
movement rate, net displacement, and probability of activ
ity during the 2014–2015 hunting season compared to the 
2015–2016 season. 

NOCTURNAL period 

As with DIURNAL models, the final DAY_TYPE, NOCTUR
NAL-period models retained no interactions between 
DAY_TYPE and other main effects, and the main effect of 
DAY_TYPE did not explain deer behaviour within any of the 
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Fig. 3. Mean (±95% CI) DIURNAL (a) movement rate, (b) net 
displacement, and (c) probability of activity of adult white-tailed 
deer (Odocoileus virginianus) by day of the week during 2014–2015 
and 2015–2016 risk-exposure periods within Alabama, USA.  

Table 2. Final DIURNAL models to investigate the importance of 
DOW, among other parameters, in describing adult white-tailed deer 
(Odocoileus virginianus) response (i.e. movement rate, net 
displacement, probability of activity, temporal selection) to 
temporal patterns of predation risk during the 2014–2015 and 
2015–2016 hunting seasons in Alabama, USA.      

Parameter s.e. P   

Movement rate  

(Intercept)  3.847  0.098  <0.001  

DOWA  –  –  0.001  

SEX  −0.083  0.116  0.481  

AGE  0.021  0.081  0.800  

YEAR  −0.157  0.034  <0.001  

SEX × AGE  −0.201  0.099  0.042 

Net displacement  

(Intercept)  5.396  0.137  <0.001  

DOWA  –  –  0.003  

SEX  0.276  0.161  0.097  

AGE  0.093  0.123  0.450  

YEAR  −0.177  0.053  0.001  

SEX × AGE  −0.439  0.152  0.004 

Probability of activity  

(Intercept)  −0.196  0.130  0.132  

DOWA  –  –  0.003  

SEX  −0.082  0.160  0.611  

AGE  0.148  0.116  0.203  

YEAR  −0.255  0.050  <0.001  

SEX × AGE  −0.315  0.140  0.025 

Temporal selection  

(Intercept)  −0.258  0.161  0.109  

DOW  –  –  0.138  

SEX  0.300  0.190  0.127  

AGE  0.294  0.155  0.059  

YEAR  −0.149  0.062  0.017  

SEX × AGE  −0.817  0.182  <0.001 

The final model for temporal selection incorporates data from both the 
DIURNAL and NOCTURNAL periods. 
ASee text for comparisons.  
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NOCTURNAL models (P > 0.169). Similarly, final DOW 
models for the NOCTURNAL period retained no interactions 
between DOW and other main effects, and the main effect of 
DOW was not an explanatory variable for any of the beha
vioural parameters (P > 0.122; Table 3). The absence of 
interactions containing DAY_TYPE or DOW, and the lack of 
support for both DAY_TYPE and DOW as main effects, indi
cate consistent behaviour between weekends and weekdays, 
and across days of the week, during the NOCTURNAL 
period. 

Final NOCTURNAL models for movement rate and prob
ability of activity contained a SEX × AGE interaction (P ≤ 
0.001), indicating that night-time movement rate and activ
ity levels were different between mature and immature deer, 
but the magnitude of difference was dependent on sex 
(Fig. 5). Namely, mature males were 56% (95% CI = 
27–92%; P < 0.001) more likely to be active during noctur
nal hours than were immature males, and movement rate 

was 42% (95% CI = 24–64%; P < 0.001) greater among 
mature males than immature males. Conversely, there was 
no difference in movement rate (P = 0.221) or probability 
of activity (P = 0.362) between female age classes. Last, 
YEAR was not a significant parameter in any of the final 
NOCTURNAL models (P ≥ 0.167), indicating consistent 
nocturnal movement, space use, and activity between years. 

Discussion 

Differences in patterns of behaviour between diurnal and 
nocturnal periods suggest that deer are able to distinguish 
between the presence and absence of hunters on the landscape 
and alter antipredator behaviour accordingly. Furthermore, 
our results demonstrated that even low levels of hunting 
pressure can elicit antipredator response within ungulate 
populations. Previously examined ungulate populations have 
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received various hunting pressure intensities, ranging from 
4 hunters km−2 (Diefenbach et al. 2005) to 77 hunters km−2 

(Murphy 1962), and from 0.05 hunter h ha−1 (Little et al. 
2016) to 1.31 hunter h ha−1 (Root et al. 1988). In compari
son, estimated hunting pressure on our study areas was less, 
even less than a previously reported level below which 
behavioural response was not detected (0.45 hunter h ha−1 

day−1, Root et al. 1988). However, most previous studies 
have been conducted during the breeding season, because 
periods of hunting and breeding typically coincide within 
ungulate populations (Tomberlin 2007). This study took 
place prior to breeding, which not only limited a nearly 
ubiquitous confounding factor, but also allowed for exam
ination of the effect of hunting during a time when deer may 
be more responsive to predatory threats. Intense competition 
for mates among male conspecifics (Mysterud et al. 2004), 
and, to a lesser degree, among females (Sullivan et al. 2017), 
during the rut may cause breeding activity to dominate 
behaviour until an environmental stimulus surpasses the 
desire to breed (Neumann et al. 2009). On the basis of our 

findings, compared with previous studies, outside of the 
breeding season deer may be more willing to employ beha
vioural trade-offs to avoid predators, even when the risk of 
predation is low. 

We further attribute detection of behavioural changes 
within low-risk environments to having conducted our anal
ysis at a temporal scale that corresponded to the scale of risk 
fluctuation throughout the week. Our DIURNAL, DAY_TYPE 
models suggested no change in behaviour between week
ends and weekdays, despite a substantial difference in hunt
ing activity. Yet, we found a population-level response when 
a greater degree of temporal variation was incorporated (i.e. 
DOW models), more accurately reflecting temporal varia
tion in hunting pressure by day of the week. Surprisingly, 
we did not observe an immediate response to increased 
hunting pressure on weekends. Rather, we detected a 
‘delayed’ response to weekend hunting where a 
population-level change in deer behaviour became evident 
on Sundays. The ‘delayed’ population-level response could 
suggest that individual deer did not immediately respond to 

Table 3. Final NOCTURNAL models to investigate the 
importance of DOW, among other parameters, in describing adult 
white-tailed deer (Odocoileus virginianus) response (i.e. movement 
rate, net displacement, probability of activity) to temporal patterns 
of predation risk during the 2014–2015 and 2015–2016 hunting 
seasons in Alabama, USA.      

Parameter s.e. P   

Movement rate  

(Intercept)  3.988  0.124  <0.001  

DOW  –  –  0.527  

SEX  −0.111  0.124  0.379  

AGE  −0.061  0.072  0.403  

YEAR  0.011  0.030  0.719  

SEX × AGE  0.380  0.087  <0.001 

Net displacement  

(Intercept)  5.098  0.129  <0.001  

DOW  –  –  0.122  

SEX  0.209  0.130  0.119  

AGE  0.132  0.071  0.064  

YEAR  −0.061  0.044  0.167 

Probability of activity  

(Intercept)  0.220  0.125  0.077  

DOW  –  –  0.308  

SEX  −0.269  0.158  0.089  

AGE  −0.050  0.105  0.635  

YEAR  0.013  0.043  0.758  

SEX × AGE  0.425  0.127  0.001   
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temporal changes in predation risk. However, this possibil
ity seems unlikely, because detection of, or direct encoun
ters with, predators should elicit a rapid antipredator 
response (Lima and Bednekoff 1999). More plausible is 
that individual deer responded to encounters with hunters 
as they occurred throughout the weekend, but in ways that 
were not detectable by our selected behavioural metrics.  
Karns et al. (2012) found no population-level response to 
hunting among adult male deer in Maryland, USA. However, 
they observed individuals displaying temporary and short- 
distance flight responses to encounters with hunters, and 
attributed their ability to detect these fine-scale movements 
to high-resolution GPS data collected at 20-min intervals. 
Likewise, Neumann et al. (2009) found no behavioural 
response by moose (Alces alces) to hunting when using a 
GPS fix rate of 30–60 min. However, the researchers postu
lated that behavioural changes may have been detectable on 
an individual basis rather than at the population level. Our 
1-h GPS fix intervals are likely to have precluded our ability 
to detect fine-scale or individually based behavioural 
changes at the beginning of the weekend. Our selected 
behavioural metrics also do not reflect the full array of 
possible antipredator behaviours that have been previously 
observed among hunted ungulates, such as changes in habi
tat utilisation, that may not otherwise affect activity levels 
or movements (Swenson 1982; Kufeld et al. 1988; Kilgo 
et al. 1998). Despite failing to detect an initial response, 
three of our metrics indicated a population-level change in 
behaviour by Sundays, which may have been the result of 
multiple encounters with hunters by the third day of the 
weekend. Laurila et al. (2004) observed a graded beha
vioural response by common frog (Rana temporaria) tad
poles to a predatory dragonfly (Aeshna sp.), where tadpole 
activity decreased with each additional predatory encounter 
throughout phases of development. Our results may indicate 
a similar graded response among ungulates, where antipre
dator behaviour becomes more pronounced after multiple 
encounters with hunters. 

Following the diurnal behavioural depression detected on 
Sundays, daytime behaviours did not return to pre-weekend 
levels until Wednesdays, despite less hunting pressure on 
Mondays and Tuesdays. Other studies have observed a simi
lar display of prolonged antipredator behaviour following 
periods of risk, and have postulated that this may be the 
result of uncertainty as to whether or not predators have 
vacated the field (Sih 1992; Little 2011). However, we 
observed a difference in patterns of behaviour between 
diurnal and nocturnal periods, suggesting that deer were 
able to accurately distinguish between the presence and 
absence of hunters. The ‘delayed’ return to pre-weekend 
behaviours could support previous findings where prey 
learned and responded in a predictive manner to temporal 
patterns of predation risk (Ferrari et al. 2008). Deer avoid 
recently hunted stand locations, resulting from a learned 
spatial pattern of risk (Sullivan et al. 2018). Deer may 

possess a similar ability to learn temporal patterns of risk 
and respond accordingly. Our results suggested that 3 days 
of exposure to a temporal pattern of risk throughout the 
weekend may have caused deer to associate diurnal periods 
with a greater risk of predation than duringnocturnal peri
ods, resulting in heightened antipredator behaviour despite 
a decrease in hunting activity on Mondays and Tuesdays. 
Likewise, previous studies have found that 3 days of expo
sure to predators has been sufficient to allow other prey 
species to make an adequate assessment of temporal pat
terns of risk (Sih and McCarthy 2002; Laurila et al. 2004;  
Foam et al. 2005; Brown et al. 2006; Ferrari et al. 2009). 

Differences in life-history events between male and 
female ungulates result in dissimilar energy demands 
throughout the year (Edwards 1983; Ruckstuhl and Kokko 
2002). Consequently, males and females are differentially 
susceptible to predation as they forage to meet energetic 
requirements (Labisky and Fritzen 1998) and we should 
expect antipredator responses to vary by sex as males and 
females balance survival- and fitness-related costs within 
risky environments (Wolfe et al. 2000; White and Berger 
2001; Neumann et al. 2009). We found that mature females 
were 50% more likely to be active than were mature males 
during the day, which could be explained by additional 
fitness-related considerations of females compared with 
males. In our study areas, parturition typically occurs during 
late summer and early fall (Leuth 1955; Gray et al. 2002), 
with some young being born as late as October (Leuth 
1967). Given that natural forage is often limited in quality 
and quantity at that time of year (Cook and Gray 2003), 
females must maintain heightened levels of activity to sup
port lactation (Beier and McCullough 1990; Rhind et al. 
2002). In Alabama, weaning may not occur until 6 months 
of age (Cook and Gray 2003), causing nutrient intake to 
remain a priority well into the hunting season. Thus, mature 
females may be less willing to reduce activity than are 
mature males because of differences in the impact on long- 
term fitness (Clark 1994). 

Increased exposure to hunters through time may cause 
ungulates to become increasingly wary (Kilpatrick and Lima 
1999) and may yield different antipredator responses 
between age classes or from 1 year to the next within 
individuals. We observed behavioural differences between 
mature and immature deer, with differences dependent on 
sex and diel period of risk (i.e. DIURNAL/NOCTURNAL). 
During the day when hunters were present, mature bucks 
displayed lower movement rates, occupied smaller areas, 
and were less likely to be active than were immature 
males. However, at night, mature bucks displayed greater 
movement and were more likely to be active than were 
immature males. In fact, mature males were more mobile 
at night than was any other segment of the deer population, 
likely out of a need to meet nutritional demands or recuper
ate other resources that were forfeited during the day. We 
observed fewer behavioural differences between mature and 
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immature females, which may reflect the strong spatial 
association of matriarchal groupings that consist of a dam 
and her offspring (Hawkins and Klimstra 1970). 

Our behavioural metrics indicated that deer decreased 
diurnal movement, activity, and space use in response to 
predation risk, yet we did not detect variation during the 
nocturnal period that would suggest that movement had 
been shifted from days to nights. Rather, we observed a 
consistently greater selection for night than for day, and 
nocturnal selection remained constant throughout the 
week. These findings could suggest that diel nutritional 
and other resource demands were being met primarily dur
ing the nocturnal period, regardless of the level of predation 
risk during the day. Therefore, when daytime risk was per
ceived to be elevated, deer could afford to decrease their 
activity and movement without being forced to increase 
nocturnal movement to recuperate lost resources. 
Alternatively, deer may have already been moving at, or 
near, a maximum sustainable level at night and were 
incapable, or unwilling, to further elevate nocturnal move
ment to compensate for lost opportunities to acquire 
resources during the day. In that case, deer may have been 
operating under a nutritional deficiency by Wednesdays, 
after 3 days of suppressed diurnal movement, which may 
further explain why daytime changes in behaviour were not 
observed in response to elevated weekend hunting activity 
until Sundays. This is supported by Lima and Bednekoff 
(1999) who theorised that antipredator behaviour will be 
reduced during high-risk periods when such periods are 
frequent or lengthy, or when periods of lesser risk are 
insufficient for meeting nutritional demands. 

We observed greater diurnal movement rate, net dis
placement, and probability of activity during the first hunt
ing season than during the second. A number of unmeasured 
biotic and abiotic factors could have contributed to the 
observed annual variation, including differences in mast 
production (Ryan et al. 2004), average temperature (Webb 
et al. 2010), and precipitation (Bello et al. 2004). Variation 
in seasonal precipitation, for example, greatly affects the 
quantity and quality of forage vegetation available to deer 
and has been shown to affect deer body weights as much as 
2 years later (Campbell and Wood 2013). If environmental 
factors had driven annual variation in movement, we would 
have expected greater movement during Year 1 across tem
poral periods, and especially during the low-risk nocturnal 
period when resource acquisition would be a priority (Lima 
and Bednekoff 1999). However, annual variation was lim
ited to the high-risk, diurnal period. Available data sug
gested that effort on days of hunting was 1.06 times 
greater in Year 2 than in Year 1 of the study, and average 
deer age within our sample increased from 3.1 to 3.6 years 
between the first and second years of the study. Therefore, 
decreased diurnal movement the second year may have 
been the result of heightened antipredator behaviour driven 
by a modest increase in hunting pressure, a greater average 

age among the cohort of marked deer, or a combination of 
both factors. 

Conclusions 

Our findings demonstrated the ability of a large ungulate to 
detect and respond to predatory threats, and suggested that 
even low levels of disturbance outside of peak breeding 
season are sufficient to elicit behavioural shifts within ungu
late populations. However, the degree of antipredator 
response varies within and among ungulate populations 
because of numerous factors, including habitat type and 
availability of escape cover (Marshall and Whittington 
1968; Kammermeyer and Marchinton 1976), as well as 
demographic parameters such as sex ratio and age structure. 
Thus, the concept of a disturbance-level threshold that must 
be exceeded to elicit a behavioural response within ungulate 
populations (Root et al. 1988; Karns et al. 2012) may be an 
oversimplification of reality, as predation risk influences prey 
in a non-uniform manner. The complexity of predator–prey 
relationships presents a challenge to researchers when the 
goal is to generalise the behavioural response to certain types 
or magnitudes of disturbance. However, at times, such gen
eralisations are desired to help understand the effect of pred
ator communities among prey at the population level. 
Our results demonstrated the importance of taking into 
account the temporal variation in risk, inherent within all 
predator–prey relationships, so as to accurately reflect 
population-level antipredator response. We recommend that 
future studies on the topic take a similar approach to avoid 
underestimating the impact that predator-mediated distur
bances have on prey survival and lifetime fitness. Our results 
may also be useful to managers of ungulate populations for 
understanding the impacts that human hunters have on ungu
late behaviour and the implications this may have for the 
success of management programs in which removal by hunt
ers is the goal. In light of findings that deer are able to 
perceive temporal patterns of risk fluctuation and respond 
accordingly, we recommend short-duration (e.g. <3 days) 
hunts separated by periods (e.g. ≥2 days) of minimal distur
bance to avoid establishing a discernable pattern of risk and 
to maximise deer vulnerability to harvest. Under the scenario 
of lengthy and continuous hunting seasons, understanding 
typical patterns of hunting activity, and response by deer 
thereto, may provide insight into periods when deer are 
most vulnerable to harvest. 
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